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a b s t r a c t

Micro-mixer devices, such as the Confined Impinging Jets Reactor (CIJR) are currently under study, in
particular for precipitation processes of micro- and nano-particles, employed in a variety of applications
that include pharmaceuticals, cosmetics, dyes and pesticides. In this work, with the purpose of gaining
a better understanding of the main mixing mechanisms occurring in a CIJR, the flow field was studied at
four inlet flow rates ranging from Re = 62 to Re = 600. These conditions correspond to regimes with incip-
ient turbulence in the chamber. Micro-Particle Image Velocimetry (microPIV) experiments and Direct
Numerical Simulations (DNS) were performed and compared. MicroPIV is an innovative experimental
icro-Particle Image Velocimetry
irect Numerical Simulation
scillating inflows

technique that allows measurement of the instantaneous velocity fields in microfluidic devices. The cou-
pled numerical-experimental approach was found to be essential in understanding and explaining the
flow behaviour and the development of turbulence, in particular with respect to the important effects
of the inlet boundary conditions. Oscillations present in the inlet flow of the device are in fact primarily
responsible for the chaotic and turbulent effects in the reactor. These results provide insights that are
important in the development of appropriate computational models for this type of micro-reactor or

mixers.

. Introduction

Ultra-fine or nano-particles turn out to be very useful in a
rowing number of applications [1,2], in particular in biology and
edicine. Many novel processes have been developed in order to

roduce nano-particles with the desired properties, namely specific
article size distribution, composition and morphology. For exam-
le the process of solvent displacement can be employed to produce
olymeric nano-particles carrying an active principle to be used in
argeted drug delivery [3–5]. In solvent displacement the pharma-
eutical active principle and the polymer are dissolved in an organic
olvent and then rapidly mixed with an anti-solvent. The faster the
verall mixing process occurs, the smaller and the more mono-
isperse the particles will be. Moreover, efficient mixing dynamics

t all scales will foster the interactions between the pharmaceu-
ic active ingredient and the polymer carrier, preventing further
article growth and, in the case of block-co-polymers, tailoring the
article surface with the desired hydrophilic properties.

∗ Corresponding author. Tel.: +39 0115644695; fax: +39 0115644699.
E-mail address: matteo.icardi@polito.it (M. Icardi).

385-8947/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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© 2010 Elsevier B.V. All rights reserved.

The necessity of carrying out processes in controlled conditions
of rapid mixing, is the main motivation for the development of inno-
vative mixers. A class of mixers designed to operate in turbulent
conditions, characterised by dimensions of the order of millimetres,
with multiple inlets and a zone of high turbulent kinetic energy dis-
sipation rate, is currently under development. Examples of this kind
of mixer configuration are the T-Mixer [6], the Multi-Inlet Vortex
Mixer [7,8] and the Confined Impinging Jets Reactor [9,10].

The objective of the present study is to investigate the flow field
in a three-dimensional Confined Impinging Jets Reactor (CIJR) with
a cylindrical reaction chamber. The CIJR is characterised by two
inlets facing each other opening on opposites sides of the reaction
chamber. The two inlets are operated at high velocity, therefore
they behave as round jets that collide and form an impingement
plane where turbulence is developed and the scale of segregation
is rapidly reduced. The impingement plane is confined by the mixer
head, that at the same time provides a volume in which mixing at

the molecular level takes place through diffusion.

Various CIJR geometries and dimensions were studied exper-
imentally by Johnson and Prud’homme [10] and their mixing
efficiency was evaluated by means of a parallel competitive reac-
tions scheme. Following that work, Liu and Fox [11] applied

dx.doi.org/10.1016/j.cej.2010.09.046
http://www.sciencedirect.com/science/journal/13858947
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omputational Fluid Dynamics (CFD) in order to develop a model
ble to predict the extent of mixing and reaction in the CIJR and
ound good agreement with the experimental data. They employed
he Reynolds-Averaged Navier–Stokes equations (RANS) approach
o model the flow field and the Interaction by Exchange with the

ean (IEM) approach coupled with a presumed Probability Den-
ity Function (PDF) method (i.e., the Direct Quadrature Method
f Moments, [12]) to model micro-mixing. Another work [13]
xtended the results by considering the effect of the choice of differ-
nt turbulence models and near wall treatments on the final model
redictions, as well as scale up and scale down issues and strate-
ies. The outcome of the latter investigation showed that the choice
f the turbulence model and the near wall treatment has a great
ffect on the final model predictions, and therefore an independent
alidation of flow and turbulent field is needed.

A useful technique to experimentally investigate the flow field
n a CIJR is microscopic Particle Image Velocimetry (microPIV).

icroPIV [14] is a novel experimental technique where instan-
aneous velocity fields are determined from the displacement of
mall seed particles. It has been increasingly employed to mea-
ure flow fields in planar microfluidic devices (see for example Li
t al. [15] and Van Steijn et al. [16]). Recently Liu et al. [17] pub-
ished data obtained with microPIV for a planar CIJR, the inlet jets
f which measure 0.5 mm in width. The experimental flow fields,
haracterised by a jet Reynolds number between 211 and 1003,
ere compared with CFD simulation data, obtained with a steady

tate RANS approach. Though the agreement between experiments
nd CFD was satisfactory overall, the authors observed that the
easured turbulent kinetic energy was larger than CFD predic-

ions, because in the experiments the inlet jets flap significantly
t high jet Reynolds number, a phenomenon not predicted by
teady state RANS simulations; the authors also suggested that an
nsteady model such as Large Eddy Simulation (LES) could be used
o improve model predictions.

Many studies exist on free turbulent jets. For example Adrian
18] measured for the first time by means of PIV the instantaneous
elocity field of a turbulent circular jet impinging on a plate, thus
evealing flow structures and various stages of vortex generation.
he same unsteady behaviour for impinging jets that Liu et al. [7]
escribed for the CIJR was observed also in different geometries

nvestigated in other studies. For example Schwertfirm et al. [19]
nvestigated by means of PIV the mean flow and turbulent field
n a geometry similar to a T-mixer with round inlets and a square
hamber section measuring 80 mm × 80 mm at jet Reynolds num-
er equal to 1270. The experimental measurements were compared
o Direct Numerical Simulations (DNS) and, in both experiments
nd simulations, a flow field symmetry breakage was observed;
his demonstrates that it could be a characteristic of the studied

ixing device, and not only a product of non-ideal experimen-
al conditions. Santos et al. [20] investigated by means of PIV an
xial-symmetric Reaction Injection Molding (RIM) (with inlet jet
iameter 1.5 mm and chamber diameter 10 mm) in the jet Reynolds
umber range from 100 to 500. The study depicted the flow struc-
ures characteristic of RIM, in which the jets impingement creates
ortexes, with axes perpendicular to the RIM axis.

Various studies in recent years verified the reliability and accu-
acy of PIV both by comparison versus analytical solutions or DNS
nd by comparison versus other experimental techniques (e.g.
article Tracking Velocimetry, Laser Doppler Velocimetry) [21],
herefore PIV is now considered a mature tool for investigating the
ow and turbulent fields.
Notwithstanding the proven validity of the measurement tech-
ique, its application on a small and complex geometry such as
hat of the CIJR is a novelty and presents many challenges. The
IJR complexity derives from its very small dimensions and from
he combined effect that the walls and the impinging jets have
g Journal 166 (2011) 294–305 295

on the flow field. Moreover the novelty of the present work is
that to our knowledge there is no other published study report-
ing data obtained with microPIV on a three-dimensional CIJR. As
already reported, there are many challenges in the present inves-
tigation. Firstly the precise fabrication of such a small device as a
micro-mixer is complex and requires specific precision machinery.
Secondly, the cylindrical shape of the device and the curved walls
of the mixing chamber cause laser light refraction at the interface
between the wall and the fluid, a phenomenon that can be alle-
viated by modifying the fluid refraction index to match the walls
material. Thirdly, the control over pumps flow delivery is very dif-
ficult to obtain: in particular, it is complicated to obtain equal and
perfectly constant flow rates at the two inlets. Finally in microPIV
unsteady and highly irregular turbulent flow fields are much more
difficult to measure than steady flows. In steady flows accurate data
can be obtained by combining the results from many instantaneous
images using the sum of correlations technique [22] but in unsteady
or turbulent flow, the flow field must be sufficiently seeded so each
pair of microPIV images yields an accurate instantaneous velocity
field [17].

All these issues are addressed in this work by combining the
flow field analysis in a CIJR by means of microPIV with DNS.
Nowadays in fact numerical techniques have reached a strong reli-
ability and in particular DNS can be thought as virtual experiments
since no approximations are employed when solving the govern-
ing continuity and Navier–Stokes equations (under the continuum
hypothesis). Of course when working with the DNS the grid has to
be fine enough to capture all the length and time scales involved.
Therefore DNS can be used also to explain the uncertainty of experi-
mental results underlying effects related to non-ideal experimental
setup. This coupled approach reveals to be essential when dealing
with the already cited difficulties of microPIV for CIJR investiga-
tions.

The manuscript is organised as follows: in the next two sections
the experimental and numerical set up, respectively, are presented.
The description of the operating conditions investigated in this
work follows. The results are finally presented: the flow field is
described, focusing on its evolution with the flow regime and fluc-
tuations and spatial correlations are computed and commented.
Eventually the main conclusions of the study are summarised.

2. Experimental apparatus and microPIV setup

The geometry of the reactor employed in microPIV experiments
is shown in Fig. 1. As can be seen, it is characterised by a cylindri-
cal chamber with a conical head and bottom forming an angle of
45◦ with the reactor axis. An optically transparent test section was
used in the experiments with two inlet pipes that had a diameter
dj = 1 mm, a length of 10 diameters and are connected to the pump-
ing system with flexible tubes of the same diameter. The diameters
of the chamber and the outlet pipe measure D = 4.8dj and ı = 2dj,
respectively. The chamber height is equal to H = 2D. The coordinate
system for the experiments is defined such that the x-axis coincides
with the jets axis, while the y-axis coincides with the chamber axis
and the origin is centred at the intersection of the two inlet jets.

The experiments were performed for jet Reynolds number rang-
ing from 62 to 600. The jet Reynolds number is defined by the
density of the fluid �f, the viscosity of the fluid �f, the mean velocity
in the inlet pipes uj, and the inlet pipes diameter dj as

ujdj�f

Re =

�f
. (1)

The experimental setup is constituted by the flow delivery facil-
ity and by the elements composing the microPIV apparatus, as
shown in Fig. 2. The fluid is delivered to the test section by two
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Fig. 1. Sketch of the Confined Impinging Jets Reactor (CIJR) geometry.

icro-gear pumps and pump heads (115 VAC console digital dis-
ensing drive and 0.092 ml/rev suction shoe gear pump head, Cole
armer Instrument Co., Vernon Hills, IL), each feeding one of the

eactor inlets through pipes approximately 50 cm long with the
ame diameter of the reactor inlets. A reservoir of 150 ml was con-
ected to the flow delivery system with flexible tubing. The plane
urface of the test section was placed on the stage of the inverted

Fig. 2. Experimental set up for microPIV experiments.
g Journal 166 (2011) 294–305

biological microscope (Nikon, model T-300 Inverted Microscope).
The light beam from the double pulsed laser passes through an opti-
cal attenuator to reduce the laser energy per pulse, the maximum
energy of which is 120 mJ/pulse, and is then directed to an aper-
ture in the back of the microscope. The laser apparatus (New Wave
Research Gemini Nd:YAG PIV laser) emits two independent 532 nm
light pulses at a frequency of 4 Hz per pulse pair. Two sequen-
tial images are recorded by a CCD camera (LaVision Flowmaster
3 camera, LaVision Inc., Ypsilanti, MI). Images are analysed by the
software Davis 6 (LaVision Inc., Ypsilanti, MI) with a cross corre-
lation technique that yields the instantaneous velocity vector field
[23].

Since the reactor walls are round, there is a problem of refraction
of the laser light at the interface between the fluid and the reactor
walls that can be overcome by matching the refractive index of
the fluid with that of the Plexiglas (RI = 1.49). The option of using
a sodium iodide aqueous solution was discarded because of the
resulting high ionic strength, that leads to extensive aggregation
of the polymer micro-particles with which the fluid is seeded. An
aqueous solution of urea was chosen instead, characterised by a
density of �f = 1.14115 g/cm3 and a viscosity of �f = 1.914 cPs com-
puted by using the equations reported in Kawahara and Tanford
[24]. The refractive index of the solution was calculated by extrapo-
lating from experimental data at 20 ◦C taken at wave-length of
589 nm by applying a linear correlation, that is valid for concen-
tration of urea higher than 2.5 M [25]. An urea solution of 9.38 M
resulted in a refractive index of 1.41.

The flow was seeded with fluorescent melamine particles (flu-
orescent dye rhodamine B: excitation 540 nm; emission 625 nm)
characterised by a nominal diameter of 2 �m and density
�p = 1.51 g/cm3 (G. Kisker GbR, Steinfurt, Germany). These par-
ticles have been chosen instead of more common polystyrene
micro-particles because of their higher density, lower tendency
to aggregation and higher emissivity. By computing the particle
Stokes number St the ratio of particle response time to the flow
time scale can be quantified:

St = ��pd2
p

12�f
, (2)

where � is a characteristic rate of strain for the flow and can be
approximated as � = 2uj/D. For the range of Re here considered
St is approximately 3 × 10−4, therefore it is ensured that particles
accurately follow the flow [26].

The seeding concentration was optimised by investigating one
of the reactor inlets operating at low flow rate (i.e., uj = 0.105 m/s,
Re = 62). A range of different seeding concentrations was tested and
for each one the root mean square of the velocity was compared to
the mean velocity in the inlet, in order to minimise the noise in the
measurements. The timing between laser pulses was set such that
particles moved approximately one fourth of an interrogation spot
between pulses.

Differently from what happens in PIV, where only a thin slice
of the flow field is illuminated with a laser sheet, in microPIV the
entire volume must be illuminated because of the small length
scales involved. There are two consequences related to this configu-
ration. The first one is that the diameter and intensity of a particle
image are dependent on the distance from the object plane. The sec-
ond one is that those particles distant from the object plane form a
background glow that makes it difficult to see the near-focus par-
ticles [27]. Since particles are flood illuminated in microPIV, rather

than illuminated by a laser sheet as in traditional PIV, in microPIV
the measurement volume depth (termed depth of correlation [27])
depends on primarily the optics of the system [27], but also on
Brownian motion [28], on out-of-plane motion [29], and even on
fluid shear [30]. In the present experiments the depth of correlation
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Table 1
Computational grids used for simulations: grid number, number of cells per block,
number of blocks, number of internal cells used for computing the flow, cells size
and parallelization library.

Cells per block Blocks Internal cells 	x, �m Parallel

1 40 × 40 × 80 1 1 × 105 100–140 O-MP
2 68 × 60 × 128 1 3.5 × 105 50–80 O-MP

�K = ε

�f
,

where ε is the dissipation rate of turbulent kinetic energy. The
turbulent kinetic energy can be measured from experiments or

Table 2
Nominal flow rates, mean velocities, mean residence times, jet Reynolds numbers
and estimated Kolmogorov micro-scale lengths.
M. Icardi et al. / Chemical Engi

an be calculated as [27]

Zcorr = 2

[
1 − √

ε√
ε

(
f 2d2

p + 5.95(M + 1)2�2f 4

M2

)]1/2

. (3)

In the above equation ε = 0.01, M is the magnification, � is the
avelength of fluorescence emitted by the particles, f is the focal
umber of the lens and can be related to the numerical aperture
NA) by the following

= 1
2NA

. (4)

In the present experiments, a 4 × 0.2 NA objective was used with
0.45× coupler, yielding a depth of correlation of 47 �m.

A multi-pass interrogation scheme with decreasingly smaller
indow sizes and a 50% overlap between adjacent interrogation

pots was used with a final interrogation spot size measuring
6 × 16 pixels. The post-processing performed on the vector field
onsisted in the removal of “bad” vectors (i.e. too different from
heir neighbours average) that are replaced with interpolated val-
es. Readers interested in the details of the “bad” vector removal
rocess are referred to the specialised literature [23]. The final spa-
ial resolution was 140 �m in both the x- and y-directions.

. Direct Numerical Simulations and numerical details

The flow field in the CIJR is simulated by directly solving the
ontinuity and Navier–Stokes equations for an incompressible fluid
n three dimensions:

· U = 0, (5)

∂U
∂t

+ U · ∇U = − 1
�f

∇p + �f 	U, (6)

here �f is the kinematic fluid viscosity. When DNS is employed
he governing equations are solved without any model. Therefore,
f the grid is fine enough and the numerical discretisation scheme
s accurate enough, the flow is described in detail by resolving all
he time and length scales involved in the turbulent flow. In this
espect, fully resolved DNS are virtual experiments that can be used
o understand and interpret experimental data.

Computations are carried out with the commercial Compu-
ational Multi-Fluid Dynamics (CMFD) code TransAT [31]. The
quations are solved with a finite volume approximation, where
he pressure–velocity coupling is performed by using the SIMPLEC
lgorithm. Time discretisation is performed with a 2nd order
mplicit scheme or with a 3rd order explicit Runge-Kutta scheme.
he advective terms are discretised with both the classical QUICK
cheme and the HLPA scheme [32], which combines a second-order
pstream-weighted approximation with the first-order upwind
ifferencing under the control of a convection boundedness cri-
erion. Although HLPA is not the most common scheme for DNS, it
ssures a better convergence and stability, especially in the initial
ransitory part of the simulations. The simulations were performed
lso with the QUICK scheme and the CDS and they revealed no sig-
ificant differences. Solid boundaries of the reactor are represented
ith the Immersed Surface Technique (IST) in which the cells near

he walls are marked using a signed distance function (known as
he solid level-set function) and treated in a separate way to impose
o-slip condition there. By employing this technique the walls can
e immersed in a Cartesian grid, which results in a reduced mesh-

ng time and a higher accuracy of the numerical schemes, since the

umerical viscosity due to grid-skewness is simply eliminated [33].
hese two elements make the IST approach very useful to simulate
nsteady turbulent flows with DNS in complex geometries.

Five different grids were prepared to optimise the comput-
ng time and ensure that for each investigated case all the scales
3 100 × 84 × 150 1 8.5 × 105 30–60 O-MP
4 46 × 42 × 34 36 8 × 105 50–60 MPI
5 82 × 52 × 66 36 8 × 106 17–25 MPI

were resolved. Details about the grids (within the IST context) are
reported in Table 1. After a dimensional analysis, explained in the
next section, and the comparison of results obtained with different
grids for a test case, it was found that grid 2 was able to capture
all the relevant length scales for the two lowest flow rates, while
for the two highest flow rates a more refined grid must be used.
In this case grid 3 was found to be fine enough since the local ratio
between the mean cell size and the approximated minimum length
scale of the flow is always between 0.5 and 2. The details about the
estimation of the minimum length scale of the flow are reported
in the next section. Simulations were performed on a Linux clus-
ter (10 × 8 CPUs AMD Opteron, 2.44 GHz) with either a shared or a
distributed memory parallelism. The former was used with single-
block grids (Open-MP library) and the latter with multi-block grids
(MPI library). Using eight processors with shared memory and a
speed-up factor of about 3.5, the total CPU time needed to simulate
1 s of real time with grid 2 was found to be between 1 and 4 days
depending on the flow regime which influence the convergence
and the simulation time step.

4. Operating conditions investigated and boundary
conditions

The flow field was measured and simulated for four inlet jet
Reynolds numbers (Re): 62, 150, 310 and 600, corresponding to
actual average inlet velocities (uj) of 0.105, 0.250, 0.520, 1.01 m/s.
For all the four cases the flow in the inlet pipes is laminar, however
inside the chamber a transition occurs; the impingement in fact,
creates strong instabilities and drive the flow towards turbulence.
In Table 2 the operating conditions are summarised reporting for
each flow rate the mean inlet velocity, the mean residence time
in the CIJR, the inlet jet Reynolds number and the approximated
Kolmogorov micro-scale. The estimation of this length scale is a
very challenging issue since the flow under study may be not under
fully developed turbulence and the statistical theory of turbulence
is not guaranteed to be valid here. Nevertheless this is a crucial
point to make sure that a DNS simulation is actually resolving all
the time- and length-scales involved. As it is well known, for high
Reynolds number flows it is possible to estimate the Kolmogorov
length as( )1/4
FR, ml/min Mean inlet velocity, m/s 
R , s Re �K , �m

10 0.105 1.05 62 –
20 0.25 0.44 150 –
40 0.52 0.21 310 –
90 1.01 0.11 600 ≥17
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alculated by solving an appropriate transport equation, while its
issipation rate can be estimated with a mixing length hypothesis
r by solving another transport equation. This is the standard proce-
ure of many RANS models. For the flow under study it is reasonable
o apply these concepts, at least for the highest flow rate studied,
orresponding to Re = 600. In particular, the results of the work of
osseinalipour and Mujumdar [34] in which different RANS mod-
ls were compared for impinging opposing jets in a flow regime
ery similar to this study, show that the Abe–Kondoh–Nagano
ow-Reynolds number model [35] is able to describe accurately
pposing impinging jets flow. This model, in fact, was found to be
he most appropriate for this type of flows and resulted in an esti-

ation of the maximum turbulent energy dissipation rate localised
n two zones on the inlet axis, 1 mm far from the centre. With these
alues an estimated Kolmogorov length of �K = 17 �m for the case
f Re = 600 was obtained (after reaching a grid independent solu-
ion). As already mentioned, this estimation can be applied only
or the highest flow rate but we can suppose that, for lower flow
ates, the minimum length scale could not be smaller. Of course
he flow condition in the CIJR under study are not “ideal” but this
s still a reasonable lower limit approximation. Simulations with
ther RANS models in fact gives a similar or even higher estima-
ion of this length scale. Based on these additional arguments it is
ossible to conclude that the grids adopted in this DNS study are
dequate.

In the experiments, the objective was focused on the plane pass-
ng through the jets and the chamber axes. Before taking images,
ome time was allowed for the flow to reach a steady state. The inlet
ow rate was adjusted from the pumps in order to obtain the bal-
ncing of the jets. For each jet Reynolds number 1000 realisations
ere captured and analysed. The microPIV images formed using

he 4× objective and the 0.45× coupling cover an area of approx-
mately 4.6 mm × 3.68 mm, however the measured area does not
over the entire width of the reactor, but is limited to an area
.0 mm × 2.5 mm due to the cylindrical shape of the device, that
auses the shading region near the wall and an uneven illumination
hat favours the measurement in the central region of the interro-
ation window. The images are centred at the intersection between
he jets and chamber axes.

Experimental results and DNS predictions were compared in the
ame window captured by microPIV and a numerical filter equiva-
ent to the experimental one was developed to spatially smooth
ata coming from the simulations, which are finer than microPIV
esolution for all the grids. In fact, comparing the microPIV reso-
ution with the size of the computational cells, one finds that sim-
lations are characterised by a better resolution of smallest scales.
his does not affect much the comparison of first order statistics
i.e., mean velocities) but can in principle compromise the compar-
son of second order statistics (i.e., velocity fluctuations). In this case
owever it was found that the filtering operation simply reduce the
ean oscillations of a small percentage (less than 5%) so only the

nfiltered results are shown.
Simulations data were saved and analysed for each time step

calculated adaptively according to stability criteria based on
ourant–Friedrichs–Lewy and diffusion conditions [33]) after the
ransient in a time window of length equivalent to three res-
dence times for the two lowest flow rates and six residence
imes for the highest ones. MicroPIV results instead are recorded
ith a time step of a quarter of second for a total experimental

ime of 250 s. It resulted that the time steps used for numer-
cal simulations is often more than a thousand times smaller

han the experimental one. Also the total time of analysis is
ery different. This complicates the comparison between exper-
ments and simulations since only the latter ones can give a
omplete description of the transient development of the flow.
icroPIV can instead be used to image instantaneous velocity fields
g Journal 166 (2011) 294–305

and to calculate statistics which are needed for the simulations
setup.

Contrary to what happens with RANS, when employing DNS or
LES, the results are very sensitive to boundary conditions and the
proper selection of inflow boundary conditions becomes crucial.
In fact, no time averaging is performed and the system is highly
sensitive to the instantaneous jets behaviour. For this reason the
microPIV data in the inlets were analysed revealing small variations
in time which could not be related to natural instabilities in the
system or to turbulence in the chamber. They are instead related to
the pumps feeding the solution to the CIJR. Therefore to clarify the
effect of the experimental inflows two types of simulations were
performed with different boundary conditions.

First a set of simulations were performed with constant laminar
inflow profiles:

U(x) =
(

Ux|inlet

Uy|inlet

Uz |inlet

)
=
(

U0(x)
0
0

)
(7)

where U0(x) is the constant parabolic profile in the tubes which
depends on the wall distance, then the inflows were approximated
as follows:

U(x) =
(

Ux|inlet

Uy|inlet

Uz |inlet

)
=
(

U0(x)[1 + K cos(tω + �)]
0
0

)
(8)

by superposing to the constant profile a single harmonic with
amplitude K (ranging between zero and 0.2), and frequency ω
(≈10(uj/D)) chosen according to experimental data. To emphasise
the effects of these oscillations the phase lag between the two inlets
was set to 
/2 in order to result in phase opposition. Since the time
interval between the experimental measurements of the inlets is
relatively large and of the same order of magnitude of the total
simulations time (	tmicroPIV = 0.25 s), an exhaustive analysis of the
inflow time series is not possible especially when the flow rate is
high and the inflows are more unsteady. For this reason the calcu-
lation of the boundary conditions parameters was carried out for
the two lowest flow rates, analysing the time spectra, and only esti-
mated for the two highest ones. Due to this lack of data in time and
to the strong feedback (for high flow rates) of the internal flow to
the velocity measured at the inlet, it was not possible to investigate
in more depth the experimental inflows, recovering for example
more frequencies or imposing exactly the velocity measured by
experiments. However, the assumption of a single frequency can
be physically explained by an oscillation due to the mechanical fea-
tures of the whole pumping system and it was found to be sufficient
to catch the observed behaviour.

5. Results and discussion

The cylindrical geometry of the reactor creates a three-
dimensional flow field which is reproduced also in the simulations.
MicroPIV measurements were obtained the xy-plane with z = 0
therefore all the results are analysed in this plane. However the z-
component of the flow has a strong influence on the development of
turbulence, as it can be seen in the results and which would be com-
pletely neglected if a planar reactor or bi-dimensional simulations
were considered instead.

The flow field is first discussed qualitatively by analysing snap-
shots of the instantaneous and the mean flow field measured with
microPIV to show the main feature and structures of the flow.

MicroPIV asymmetry is then underlined looking at the mean x-
velocity (UMEAN

x ) along y-direction at the two inlets and in the centre
of the reactor. After this overview of the experiments a detailed
comparison between microPIV and simulations in terms of first
(i.e., mean velocity, UMEAN) and second order statistics (i.e., root-
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Fig. 3. Four successive instantaneous vector fields obtained with microPIV for Re = 310.

Fig. 4. Four successive instantaneous vector fields obtained with microPIV for Re = 600.
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ean-square, RMS, of velocity fluctuations, U ′RMS) is presented. In
articular x-velocity (Ux) and y-velocity (Uy) statistics are repre-
ented respectively along the x- and y-axis. Finally a more detailed
nalysis of the turbulence inside the reactor is carried out with spa-
ial correlations and time spectra of velocity fluctuations. Spatial
orrelations are normalised as follows [36]:

ij(r) =
〈U ′

i
(x)U ′

j
(x + r)〉√

〈U ′2
i (x)〉〈U ′2

j (x)〉
=

〈U ′
i
(x)U ′

j
(x + r)〉

U ′RMS
i (x)U ′RMS

j (x)
. (9)

here the brackets represent the averaging operator, i and j rep-
esent the indexes of two spatial coordinates, x = (x, y) are the
oordinates of the basis point and r = (rx, ry) are the coordinates
f the displacements from the basis point. The stagnation point
as chosen as base point. While in the simulations it coincides
ith the centre of the reactor and the axis origin, in the experi-
ents it is slightly off the centre in the positive x-direction. Spatial

orrelations will be discussed here only for the highest flow rate
nvestigated (i.e., Re = 600).

.1. Experimental instantaneous flow field

The time evolution of the flow field in the CIJR at the different
ets Reynolds numbers investigated is here described in terms of
he experimental instantaneous velocity vector fields. For brevity
nly snapshots for Re = 310 and 600 are here reported, as the chaotic
nd turbulent behaviour of the flow field in these conditions is of
igher interest for the present study.
For the lowest Reynolds numbers (Re = 62) in fact, the instanta-
eous flow field is almost stationary, except in the centre of the
hamber where a continuous but relatively slow motion of the
mpingement plane is detected without the creation of complicated
ub-structures. In these cases, the flow field is well represented by
(a) Re = 62, (b) Re = 150, (c) Re = 310, (d) Re = 600.

the mean velocity discussed in the next section (see Fig. 5). For
Re = 62 the instantaneous vector fields show that the flow regime
is laminar but unsteady, since the stable impingement plane oscil-
lates from one side to the other of the chamber. At Re = 150 the
flow regime is still laminar, however its unsteadiness is more pro-
nounced, because of the higher momentum belonging to the jets
that causes stronger interactions between the fluid and the walls.
Large eddies that interact with the incoming jet streams are created,
occasionally causing the temporary disappearance of the impinging
plane.

The flow begins to have a chaotic behaviour at Re = 310. Four suc-
cessive snapshots for this case are shown in Fig. 3. The impingement
plane shifts more often and more extensively and is periodically
broken in many smaller eddies. Finally, as clearly evident in the four
consecutive snapshots of the vector field represented in Fig. 4 for
Re = 600, the flow is fully chaotic, the impingement plane is rarely
imaged in the chamber centre, whereas in most images it is replaced
by many small eddies that interact with the incoming jets streams,
promoting mixing of the two feed streams. The frames reported
are not correlated in time, as the 0.25 s interval between successive
microPIV vector fields is far to capture the unsteady behaviour of
the impingement zone. Their purpose is to qualitatively show the
main features of the flow at increasing flow rates. For quantitative
comparisons, in the next sections numerical data have been used.

5.2. Mean velocity field

In Fig. 5 the mean flow field measured by microPIV is shown for
the four jet Reynolds numbers considered. For all these four condi-

tions the jets entering from the sides of the window are clearly
visible. They collide in the centre of the chamber, where the x-
momentum becomes null and the flow is deviated radially in the
y- and z-directions (as already said the z-direction is not visible
because the microPIV images are purely two-dimensional). The
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oint of collision of the jets is slightly off the centre for Re = 600,
ecause of the great difficulty in exactly balancing the jets with the
ear pumps. Unfortunately this difficulty increases as the unsteadi-
ess and turbulence of the flow field increases. This asymmetry
etween the jets was also taken into account in some of the simu-

ations by a very small difference in the mean velocity of the two
ets. However in all cases, it was verified that this unbalance was
maller than 5%.

The profiles of the x-component of the mean velocity (UMEAN
x )
easured by means of microPIV are shown in Fig. 6 on three differ-
nt x-planes, for x = −2, 2 and 0 mm and for the four Re considered.
he analysis of these data is very important because it allows the
ssessment of the overall accuracy of the microPIV approach. For
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the three lowest Re the x-component velocities at x = ±2 mm are
almost identical with a mismatch smaller than about 0.08–0.05 m/s,
resulting in velocities for x = 0 close to zero. For Re = 600 instead the
difference between the jets is slightly bigger causing the misalign-
ment of the collision point.

Let us now focus on the comparison between microPIV exper-
iments and DNS simulations. In Fig. 7 the mean velocity in the
x-direction (UMEAN

x ) along the jets axis normalised with respect to
the maximum velocity is reported. The open symbols refer to the

experimental data, the continuous line to the DNS with constant
inflows (see Eq. (7)) and the dashed line to the DNS predictions with
the unsteady boundary conditions (see Eq. (8)). The amplitude of
the oscillations K is taken here equal to 1/10, namely the value that
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est approximates the experimental inlet. The data are reported for
he x-coordinate ranging from −2 mm to 2 mm, covering therefore
lmost the entire chamber diameter. As it is possible to see, the left
nd right boundaries of the plot represent the inlet jets that enter
he reactor with opposite velocities and then collide in the middle.
he comparison between DNS and experiments highlights that the
se of unsteady inlet velocities is very important to predict exper-

mental results, as the structure of the impingement is completely

hanged especially at high flow rates.

These results are particularly interesting when compared with
he work of Gavi et al. [37], where a subset of these data were
sed to validate RANS predictions. In that case constant and lami-

ig. 9. Comparison between RMS profiles of the x-component of the fluctuating velocity a
continuous line) and DNS with variable inflows (dashed line) for (a) Re = 62, (b) Re = 150,
y (mm)

easured by microPIV (©) and predicted by DNS with constant inflows (continuous
(d) Re = 600.

nar inflows were adopted, resulting in satisfactory agreement,
proving once again that the importance of accurate unsteady
boundary conditions applies mainly to DNS. The same conclusions
can be drawn also from the comparison of the mean velocities
in the y-direction (UMEAN

y ) along the chamber axis, reported in
Fig. 8. Also for these quantities, the unsteady inflows strongly
influence the predictions resulting in a good agreement with
experimental data. The analysis of these two velocity compo-

nents in other areas of the reactor confirms these conclusions
and support our hypothesis that the small instabilities related
to the two inlets have a strong influence on the final flow
field.

t y = 0 mm measured by microPIV (©) and predicted by DNS with constant inflows
(c) Re = 310, (d) Re = 600.
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.3. Velocity fluctuations

As a first example of second order statistics, RMS of velocity fluc-
uations in the x-direction (U ′RMS

x ) along the jet axis are presented in
ig. 9. Also in this case microPIV experiments (symbols) are com-
ared with DNS predictions with constant (continuous line) and
nsteady inflows (dashed line). As it can be observed, with unsteady

nflows the velocity fluctuation intensity is predicted reasonably
ell, while constant inflows strongly underestimate it. In particu-

ar, for the lowest flow rates, DNS with steady inflows predicts a
teady laminar flow field without fluctuations in disagreement with
he experiments. Also looking at the longitudinal fluctuations along
he chamber axis reported in Fig. 10, the same consideration holds.

As a general comment it is possible to state that, especially for
igh flow rates, the oscillations are slightly over-predicted. This can
e due to different reasons. As already reported different spatial
esolutions were used in microPIV experiments and simulations.
n fact, microPIV has a lower resolution and it may not capture
mall scales that are instead included in the numerical results.
owever, when the spatial filter was activated to reproduce the
icroPIV resolution a small and not relevant improvement was

bserved. Most likely this small overestimation could be caused by
he approximation of the inflow boundary conditions with a single
scillating frequency with the assumption of phase opposition.

.4. Spatial correlations

Spatial correlations were calculated from experiments and
imulations according to Eq. (9) in order to further investigate some
pecific features of the flow field in the CIJR. However, as previously
entioned, the most interesting results are observed at the highest

ets Reynolds number investigated in this work and therefore the
esults discussed in this section are limited to Re = 600. In Fig. 11
xx, Ryy and Rxy are shown both for microPIV experiments (left)
nd DNS (right). Rxx (top) presents a small area of high correlation

round the base point, and the correlation is non-zero and positive
n a wide area that contains the jet streams. This shape is confirmed
y the results reported in Fig. 5(d). In fact, as can be seen due to the

ets presence the x-component of velocity changes slowly along the
ets axis, causing the correlation Rxx to remain high over long dis-
at x = 0 mm measured by microPIV (©) and predicted by DNS with constant inflows
(c) Re = 310, (d) Re = 600.

tances in the x-direction. In microPIV measurements the correlation
decrease faster along the jet axis with respect to simulations. This
small difference can be explained again with the approximation
of inflow conditions with a single frequency and with the differ-
ent numbers and lengths of time steps. The correlation Ryy for both
experiments and simulations is a plume centred at the base point
above the jets axis, almost symmetric with respect to the chamber
axis (and always positive). A second plume of low negative cor-
relation is situated symmetrically to the first, below the jets axis,
consistently with what reported in Figs. 5(d) and 4. Along the jet-
axis in fact the y-component of the velocity is almost zero, whereas
along the chamber axis the same component is rather high and
changes only a little, determining the high Ryy correlation. Finally
the correlation Rxy is symmetric with respect to an axis inclined 45◦

to the chamber and jets axes. The correlation is negative in the first
and third quadrants, whereas it is positive in the second and fourth
quadrants. Again the reason for this can be understood by observ-
ing the snapshots reported in Fig. 4. The eddies that are formed by
the jet with positive x-component velocity rotate anti-clock wise
above the jets axis and clock wise below the jets axis, therefore
originating a negative y-component velocity above and a positive
y-component velocity below the jets axis. A similar situation can be
described for the opposite jet with negative x-component velocity.

5.5. Time series power spectra

The important effects of imposing oscillating inflows in the
simulations is also visible in Fig. 12 where the power spectra of
x-velocity fluctuations (from DNS) in the impingement point are
reported for Re = 310 (dashed line) and Re = 600 (continuous line).
The spectra are smoothed using a 7-points moving average to
remove the noise at high frequencies. As it can be seen, the imposed
oscillations are very small in amplitude but they create a wide range
of frequencies in the spectrum of velocity fluctuations. The spectra
exhibit marked peaks reflecting the oscillations in the inflow (main

mode), followed by sub-harmonics, increasing (non-linearly) in fre-
quencies with the Reynolds number. For the two lowest flow rates
the peak contains more than 90% of the energy while for Re = 310
and Re = 600 the percentage decreases to 73% and 55%, respectively.
The remaining energy is transferred to smaller scales. Increasing
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the flow rate the power spectrum tends to approach the −5/3 loga-
rithmic slope, characteristic of three-dimensional turbulence. This
result shows that the flow in the reactor is not fully turbulent but
it is in a transitional regime. Furthermore it can be noted that the
approximation of the experimental inflows with a single frequency
oscillation is reasonable for the purpose of simulating the behaviour
of the system. A sensitivity analysis modifying the frequency, the
phase displacement between the two inlets and the amplitude of
oscillations within a reasonable range revealed a weak influence of
these parameters on the qualitative behaviour of the system and
on the velocity statistics analysed.

6. Conclusions
In this work the flow field in a CIJR measured with microPIV
and predicted via DNS was presented and discussed qualitatively
and quantitatively in terms of first and second order statistics at
four different flow regime conditions (Re = 62, 150, 310 and 600).
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nly the combination of the experimental and modelling approach
as found to be able to address the many physical issues involved.
icroPIV, here applied for the first time to a three-dimensional

xisymmetric CIJR, is able to highlight the presence of a rich variety
f flow structures and instabilities. In particular it emerges that the
ow field is laminar and unsteady for low jets Reynolds numbers
Re < 310), and turbulent for and higher values. However these tur-
ulent features increase the difficulties in the experimental setup
nd make it extremely hard to understand and fully explain the
esults. DNS can therefore be used to gain further insights in the
ystem. Our results show that the natural instability generated by
he impingement of the jets is not enough to explain the chaotic
ehaviour of the system. Instead, if more accurate inflow conditions
re imposed in DNS, by introducing small oscillations similar to the
xperimental ones, a more chaotic behaviour is observed. These
scillations are not obtained with a fitting procedure but simply
mposed according to the experimental data available in the inlets,

hich revealed small variations in time due to the feeding system.
ince the main purpose of this study is to understand what happens
n micro-reactors applied in industries for continuous operation, it
s very important to analyse the effects of the unsteadiness acting
nd generated by the system, and there is no interest in artificially
emoving these oscillations but they must be taken into account in
he computational model. DNS with a proper approximation of the
oundary conditions resulted in very good agreement with experi-
ental data and provided us with an explanation of the structures

bserved with microPIV: the breakup of the impingement plane
enerates many eddies of different sizes that enhance turbulence
n the device and its mixing performance. These results suggest
lso that unsteady simulations of this type of micro-mixers must
e provided with accurate unsteady boundary conditions, and this
ave the way for the next step of the work that includes the use of
ES with appropriate sub-grid scale models for the simulations of
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